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Abstract—Due to they flexibility, robustness, and stretch, P2P- lookups. In other words, regardless of the type of hieraadhi
SIP networks are nowadays the subject of great research. architecture, we give a formula to find the exact value of the

These properties make that P2P-SIP networks are preferreda ;
Client/Server traditional model. However, in P2P-SIP systms, number of messages generated, knowing the number of nodes
that compose the overlay network.

as the number of users increases rapidly, exchanged message ) . . .
the network grows exponentially and them causes an overload The remainder of the paper is organized as follows: in
of the bandwidth and a supplementary end-to-end delay. Seval section Il, we present some related work in P2P-SIP and
research work have attempted to reduce this overhead, espielly ~HP2P-SIP. In section Ill, we present a Chord-based overlay,
by implementing hierarchical systems. Existing solutiongdo not since Chord is the DHT we use in our case. The section IV

offer generic and efficient method to reduce the bandwidth . . .
overlogd. ' ' ! ! is devoted to cost calculation in the case of lookup nodes.

In this paper, we propose an efficient and generic scheme in Finally, we give conclusion and open issues in section V.
order to calculate the exact number of exchanged messages in
the hierarchical overlay networks. Our proposed approach ge II. RELATED WORK
a formula to find the exact value of the number of messages
generated, knowing the number of nodes that compose the P2P-SIP networks are widespread with increasing multi-

overlay network. media communications over the Internet. Indeed, because of
|. INTRODUCTION potential failures of Location Servers, Registration 8es\and

In recent vears. P2P communications are Verv po IRredirect Servers of SIP protocol, several studies [1] coebi
y ! unicat Very PopUlgle pop networks with SIP. In other words, in a P2P-SIP

These are increasing day by day because of the interest tnejfwork, all nodes are SIP servers. However, since somesnode

users d|sc_over there, but also because of the large volume o L ore powerful than others, some research work [4] have
data passing through. In fact, P2P networks allow users 1q. _, . .
: : .~ established a hierarchy of nodes. The most powerful nodes
exchange files (texts, sounds, videos, ...). The combimati : .
) L rocessing speed, storage capacity, ...) called supeesnod
of P2P and SIP (Session Initiation Protocol) allows use . : : .
N) deal with registration and the location of other low

to communicate by telephone or video conference usi . . .

o e ). o FaF S ek [ O & fibact e caled rdiy sy, 1 st
application layer signaling protocol proposed by IETF tg : - '

. . . e . structuring exist:

establish, modify and terminate multimedia sessions acros ) )
global Internet. The many benefits of P2P-SIP networks suche Structuring whereSN's are grouped together in an over-
as robustness, scalability, scaling ..., [3] make thesworés lay and theON's are attached to them [4] (figure (a))
are in high demand. Day by day, the number of users of these Structuring where theSN's are grouped together in a
overlays networks increases. It is the same for the amount Main overlay. Th& N's are also grouped together in other

of data to be exchanged. Thus the bandwidth is increasingly OVverlays. EactON overlay is attached to &N in the
employed. main overlay [5]. In each overlayS(V overlay asON

Since the number of users will continue to grow, so it overlays), we can use the same Distributed Hash Table

is important and even essential to quantify the number of (PHT) (figure (b)) or different DHTs. _
messages through the overlay network to make predictians fo* Structuring where the&SN's are grouped together in an
the future. In the existing literature [2], authors havempted overlay. TheON's are also grouped together in other
to reduce the overhead of bandwidth but failed to prevent it. ©verlays depending on their capacities [5] (figure (c)).
To our knowledge, no paper has determined the exact valuéseveral DHT algorithms have been proposed in the literature
of the number of messages generated throughout the ovetlkg Chord, Bamboo, Pastry, Tapestry etc. However, in this p
network during the node lookup process. per, we focus on the most popular DHT: Chord algorithm [6].

In this paper, we calculate the exact number of messagdserefore, in the following subsection, we specify Chord-
produced by any HP2P-SIP architecture in the case of ndoesed P2P-SIP overlay.



we are interested afR xp ones Rrxpon andRrxpsn).

This later represent the number of sent/received messages b
a node (Super Nodes'(V) or Ordinary Nodes®N)) during

the LookuP (K P) process. Thus, based on [8], we calculate
this terms. To do this, we use the same notation as used by
Zoels etal. in [9] and adapting them according to our case.

e Nsn: number of Super NodesS(V).

o Non: number of Ordinary NodesJV).

o Non,: number ofON attached to &N i.

e Rrxponj;. number of sent/received messages by an
ordinary nodej during ordinary nodes lookup

e Rrxpsn,: humber of sent/received messages by super

node: during super nodes lookup.

NHP2P=SIP*!: number of sent/received messages by

all SN in default HP2P-SIP.

In [9], Zoels etal. show that the total number of generated
messages for each super nad® N;) and each ordinary node
j (ONj;), that performs the lookups process in a chord ring
are obtained as follows:

(@)

I1l. CHORD-BASED OVERLAY Msn,) = Reipsn: X logs(Nsn) )

Chord has been suggested as a mandatory overlay to support Mon,) = Rrkpon; X [logg(Nsy) +1] (2)
P2P-SIP communication. As specified in [7], in Chord overlay., . hord ring. th ting table of q )
peers and resources are structured into a ring. Peers ? € In'a chord ring, the routing table of a node comprises

resources are represented by integ€tsleZD /ResourceID. ogz(n) entries [7]. Therefore, using equations 1 and 2,
The peerZD is produced by hashing theP address of the we calculate the total number of generated messages (noted

HP2P-SIpPf i _ def :
particular peer, and the resourf® is obtained by hashing the/\/‘meSS ) by all nodes int P2P— S1.P*/ as follows:

data value. Th&esourceZD is stored in the first peer which Nsn Nsn Now;
ID > ResourceZD. In addition, each peer has a Finger NHP2P—SIPY! _ > Mng+ > > Mon,
table which recordsog, (') successors to ensure the routing i=1

information [7], whereN" = 2™ is the number of peers in

the ring andm the number of addressing bits. Nen

HP2P—SIP%f _
IV. LOOKUP COSTS CACULATION Niness = Z Rrkpsn; % logy(Nsn)

In this section, we conduct a theoretical study in order Nsn j\701N
to find a formula that can give exact number of messages '
generated in each of the three types of architecture destrib + Z Z Rrxpon; x [loga(Nsw) +1]
above. As proved in [8] and in [9], the number of generated ==
messages depends strongly on the location method udei@ally, after reorganization, the total number of genedat
Indeed in [8], authors have given the number of messag8§ssages it P2P — S1P%/ is:
generated (generically) by a node, according to the rekearc
method used. In [9], authors treated the cost of research and rzpr2p—srpief
maintenance only in a single domain architecture (figurg (a) = ™% —
) Cont;]ary Ejo [9]Z :]hat us.e_the_numbtlar 01; exchanged mgssages Non Now,

y each node without giving its real value, in our study, we

formally determine this latter according to [8]. After thise + logo(Nsw) + 1] Z Z Rixpon; (4)
use the obtained value in order to find a general formula givin
the total number of generated messages in each architectfy®the number of exchanged messages depends on the lookup
Finally, in each architecture, we formally determine thaax Method used [8], after having determined a generic formula
number of exchanged messages in each routing method. In dequation 4), we will focus on the cost of each lookup method.

case, we use Chord and focus only on the number of general&fje€ families of lookup methods exist: iterative or exhizras
messages by the lookup nodes. iterative, full-recursive or source-routing-recursivedursive)

and semi-recursive. According to [10], the exhaustiveatige
A. Default HP2P-SIP Architecture (H P2P — STP?/) method consumes more bandwidth than the iterative method;
This architecture is described in figure (a). We will recatind source-routing-recursive method is less expensive tha
some formulas used in [9]. In these formulas, the terms whiéhil-recursive method. Since in our case we are interegted i

i=1 j=1

Nsn
=logy(Nsn) X Y Rikpsn,

i=1 j=1



minimizing the occupation of bandwidth, we will work witfPX’ Now;

iterative methods, recursive and semi-recursive. In thmie% LKP,ON; = Z Wsn+2) = Nowix (Nsv+2)  (14)

of this paper, we use the following notations: =1 =1

o Ite=iterative e Rec=recursive e SRec=semi-recursive By injecting equations 13 and 14 in the equation 4, we

¢ n is the number of nodes participating to the distribution deduce the total number of generated messages (noted
1) Iterative lookup: In [8], Bryan etal. show that, in the \HP2P-SIP™/ (gRee)) in semi-recursive method.

iterative lookup method, the number of generated messages

by each node i€ x (n — 1). Thus, we apply this in different  A/ZP2P=SIP’ (GRec) = (Ngn)? x log,(Nsw)

Rrxp and we obtain: Nsn
Rrxpsn, = 2Nsy — 1) (5) + (NMsy + 2) x [logy(Nsn) + 1] Z;NOM (15)
Rrxpon, =2Nsy —1)+2 = 2Nsy ®  Remark 4.2: In the particular case we have the same

Remark 4.1: For ONs, as the lookup is done by thenumber of ONs in eachSN (i.e. Non, = Non,sn), thus:
SNs, we have2(Ngy — 1) [9]. In addition, for anON, we Ny o
SN SN

must consider the message sent tasSif§ and the message it
receives from it in case of response. Thus, we must-agld Z Now: = Z Nonysn = Nsn x Nonysn - (16)
i=1 =1

For all SNs, the total number of generated messages is:
Nen Nen Therefore:

Z RLKP.SN, = Z 2(Ngn—1) = 2xNgny x (Nsy—1) (7) ® In Ite/Rec methods, number of exchanged messages is:

1=1 1=1 def
HP2P—SIP _ _
For all ONs, the total number of generated messages is: Nmess (Ite/ Rec) = 2xNsn x[(Nsy—1)x(logy (Nsw))
Now, Non. +Nsn x Nonysn % (loga(Nsn) +1)] - (17)

Z RLKkPON;, = Z 2Nsn =2 x Non, x Nsn (8) e In SRec method, the number of generated messages is:
=1 j=1

_ def
By injecting equations ( 7) and (8) in ( 4), we deduce the t¥alees °TF (SRec) = (Nsn)?xlogy (Nsn )+ Nsn xNon/sn
number of generated messages (NOY@Z27~517" (Ite)). X (Nsn +2) x [logy(Nsn) +1] (18)
NHP2P=SIP®) (110y — Jog (Ngn)x2x Ny x (Ngy—1) B Multi-Level HP2P-SIP Architecture (H P2P — STPM")
Nsn This architecture is described in figure (c). In our case; sub
+ [logy(Nsn) + 1] x Z 2 x Non, x Nsny levels as top level use CHORD as DHT.
i=1 « K: number of sub levels.
Finally, after reorganization and simplification, we obtai o Np.: number of nodes in sub-levél
o Nsn: number of super nodes in top level.
_ def
N dZP 79I (Tte) = 2xNsn x [(Nsn—1)xlogy(Nsn) -, Rgy.: number of sent/received messages bySan i.
Nsn o Rp,: number of sent/received messages by a node
+ [logy(Wsw) +1] x Z xNown.] ) |n mpap — STPML architecture, as all nodes participate in
=t the distribution in their own level, we obtain:

2) Recursive lookup: Here, the number of generated
messages by a node & x (n — 1) [8]; Thus, the to-
tal number of messages generated by all nodes (noted
NHP2P-SIP*!(Rec)) is the same that in iterative. Thus Msn,) = Rsn; x logy(Nsw) (19)

mess

« The number of messages (sent/received) generated (noted
Msn,)) by a super node that performs the lookup is :

NHP2P—SIP! (Ite) :NHP2P751Pd€f(ReC) (10) « The number of messages generated (notdgp,)) by
mees e node; belonging to sublevel that performs lookup is :

We note this  NHP2P=SIP*! ([t Rec) B
3) Semi-Recursive lookup: in semi-recursive method, the Mipy) = Rp; x log;(Np)) (20)
number of messages generated by a node [8]. Thus, Thus, the total number of messages sent and received in
. HP2P—-SIP ;
Rikpsy, =Ny (11) 'e\fllj;(jn(;tlefé\fme“/i ) and in Top Level T'L) (noted
N 7 are given by the following equations:
Rrxpon, =Nsn +2 (12) " mess/TL ) g y g q )
« Total number of messages sent and received in Top level:
Then, we obtain : Nen Nsn
_ ML
Nsn Nsn NrgiifTLSIP = Z M(SNi) = Ing(NSN) X Z Rsn; (21)
Z RikpsN, = Z Nsy = (Nsn)? (13) =1 =1
i=1 i=1 « Total number of messages sent and received in level



Np. Np. . . .
: : 2) For semi-recursive method: According to [8] and b
NHP2P—SIPME ZM(PJ') ~ log, (Np,) % ZRPj ) g to [8] Yy
j=1

mess/i : (22) proceeding in the same way, we obtain:
7= « ineach sub-level :  Rp, = Np,
According to equations 21 and 22, the total number of gener- in the top level : Rsn; = Nsn
ated messages in Multi-Level HP2P-SIP is: Thus, by injecting in equation 21 and equation 22, we obtain:
b NHP2B-SIPYE (GRecy = (Ngn)? x (logy(Nsn))  (28)
_ ML _ ML o ML mess/TL SN Z2UVSN
anjelng SIP :NﬁingLSIP +ZN££§Z SIP (23)
=1 and
. . . . e . . K ML K
Finally, after reorganization and simplification, we obtai ZNaniiZ_SIP (SRec) = Z(NPY:)Q % (log2(Np,)) (29)
i=1 i=1
Nsn
NHP2P=SIPME _ 100 (A Reon Therefore, we deduce the total_ numbe_r of generated messages
mess 08y (Nsn) x ; SN in HP2P— SIPML py the semi-recursive method as follows:

Np, _ ML
S omy () x 3 Rp, () A (SHe) = W) (o (Vo)

K
- ! + 3 NR)? x (log,(W, ) (30)
In the following, we determine the total number of generated i=1
messages for each methode(ative, recursive and semi- Remark 4.3: In the particular case where we have, in all
recursive) in Multi-Level HP2P-SIP architecture. sub-levels, the same number of nodes (notgg, we'll have:
1) For iterative and recursive methods: The number of . |n iterative and Recursive methods:
generated messages by a node is:

N : Ite/Rec) =2 x K -1
distribution, we have: Rp, =2 x (Np, —1) mess/i (Tte/Rec) X KX Np X (Np=1)

« in the top level, as allNWsy nodes participate in the - x (logy(Np)) (31)
distribution, we have: Rgn, =2 x (Msy — 1)

. L. . K
« in each sub-level, as all NVp, nodes participate in the ZNHPQP*S]PML
=1

The total number of generated messages is :
Thus, the total number of generated messages by all nodes Is: ¢ g

« in each sub-level : Z?f{ Rp, =2xNp, x (Np,—1) NﬁiﬁP’SIPML(Ite/Rec) = 2xNsn x (Nsn—1)x (logy (Nsn))
. inthetop level : 5N Rgn, = 2x Ny x (Noy —1) +2x K xNp x (Np—1) x (logy(Np)) (32)
Thus, by injecting in equation 21 and equation 22, we obtain:e In Semi-Recursive method:
« the total number of generated messages in top level is i
S NHPZPESIPYE (S Rec) = K x NE % (logy(Np))  (33)
Ngiif{LSIPML (Ite/Rec) =2 x Ngy x (NSN — 1) =t )
The total number of generated messages is :
x (logy(Nsn)) (25)
ML
NoeaaD 75177 (SRec) = N3y x (logy(Nsw))
+ K x N2 x (loga(Np)) (34)
C. Multi-Domain HP2P-SIP Architecture (H P2P — S1PMP)

K
_ ML
Nﬁiiﬁ S (Ite/ Ree) = 2 x ZNH x (Np, —1) This architecture is described in figure (b). In our case, we
=1 =1 use Chord as DHT in main domain and subdomains. With the
x (logo(Np,)) (26) same notation as foH P2PSIPML and proceeding in the

same way as with previous architectures, we obtain:

Using equations 25 and 26, we calculate the total number'qﬁe number of exchanged messages in Multi-Domain HP2P-
generated messages in Multi-Level HP2P-SIP architectyre §ip Architecture (notedV.E2P—STP""Y as follows.

. . . mess
iterative or recursive method as follows:

« the number of messages generated in all sub-levels is:

K

k
Nﬁg};gF—SJPMD — \HP2P-SIPMP + NHP2P—SIPMP

NgggP_SIPML (Ite/Rec) = QXNSNX(NSN—l)XlogQ(NSN) mess/TL ; mess/i

K (35)

192 % ZNR’ x (Np, —1) x log,(Np,) (27) After applying to different methods, we obtain:

i=1 « in iterative or recursive method:



TABLE |
COMPARISON BETWEEN HIERARCHICALP2P-SIPARCHITECTURES
ACCORDING TO ROUTING METHOD USED

Number of generated messages
HP2P — SIPT HP2P — SIPML
| HP2P — s pMD
lte/Rec SRec lte/Rec SRec
[2]
[}
B 20 211904 116469 531516 271347
c
g’_ 40 502128 263415 219076 114152
3
%]
o 60 837494 432362 155100 81680
é 80 1204557 | 616842 152784 80210
=}
z 100 1507442 768144 177195 92114

NHP2P=SIPYP (140 1 Rec) = 25 Ngn x (Mg —1) % (logy (Nsn )

+2x K xNpx (Np—1) x (logy(Np)) (36)

« in semi-recursive method:

NHP2P751PMD(SRQC) = (Nsn)? x (logy(Nsn))
+ K x (Np)? x (logy(Np))  (37)

mess

in the distribution. Now, in addition to their own messages,
SN must support all messages OfN that are attached to
them. That's why when they become more numerous, the
number of messages is growing faster iP2P — SIPf
than in HP2P — STPME or HP2P — SIPMP,

In addition, for an equal number of nodes, the ar-
chitecture H P2PSIP%f consumes more bandwidth than
HP2PSIPML/MD For example, if we implemente iterative
or recursive method:
for a number ofSN equal to100 (in TABLE 1), if we have
messages with size 64 bits for example and a bandwidth of
10 megabytes per second, will require:

(1507442x64) _ ; de
so that all messages pass across the network.

R = 108 5, in H P2PSTPVINY

V. CONCLUSION AND OPEN ISSUES

In this paper, we have determined (for each location method)
the number of messages that can be generated in a HP2P-SIP
overlay network in the case of lookup process. This allows us
to control the evolution of the number of messages as and as
the number of users increases. So this gives us the oppgrtuni

D. Comparison between HP2P — SIP?f vs Hp2p — to make predictions into the future.

SIPML and HP2P — SIPMD In the case of our outhok, we will C(_)nduct an experimental
O§tudy by simulations with OverSim simulator for comparing
oW theoritical values with experimental ones.

In this section, our goal is to observe the evolution
the number of generated messages following the number
super nodes in the overlay network. We assume that the total
number of nodes equal in different architectures and we fiﬁ]
this number att000 nodes (i.eN = 1000). Furthermore, we
choose arbitrarily the number of supg¥Ns and calculate the [2]
total number of generated messages. All calculated valiges a
summarize in table |

e In HP2P — STP%/, N = Nsn + Nsn x Non/sy 3]

By choosing arbitrarily the values d¥’s, we calculate

Nonysn, and replace in equation (17) and equation (18)
o In HP2P — SIPML or HP2P — SIPMP, (4]

N = Nsn + K x Np.

Similarly, by choosing arbitrarily the values o¥sy,

we calculate Np in the same way we calculate 5]

Nonysn- Then we calculatés and replace in equation

(32) and equation (34). See thAfAFP2P-SIFP™" anq  [6]

€8S

M D
NHP2P=SIP™" haye the same formula.

mess

As the number ofSN increases, the number of generated
messages increases. This is due to the fact that the grea[t@r
the number of SN increases, the architecture tends to a
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